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The Microservices Architecture

3Microservices on AWS, AWS Summit Berlin 2016, Apr 12, 2016

What are Microservices? | IBM

Microservices architecture is an approach in which a single application is composed 

of many loosely coupled and independently deployable smaller services.

https://www.ibm.com/cloud/learn/microservices


The Architecture of Cloud Systems

• Cloud microservices collectively 

comprise multiple cloud services.

• Cloud services: provide high-level APIs.

• Cloud microservices: collectively handle the 

external request via multiple chained 

invocations.

• Minor anomalies may magnify impact 

and escalate into system outages!

4

Loosely-coupled nature makes 

failure diagnosis difficult.



Distributed Tracing

• Tracks the execution path of each request.

• Terminologies

• Span log (abbr. span): a log recording the 

contextual information of each service invocation.

• Trace log (abbr. trace): all the spans that serve for 

the same request.

5A trace with 6 spans.

A span generated by the 

train-ticket benchmark.
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Service invocations for a request.
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A Survey of the Outages in AWS

5 out of 13 AWS 
outages are related to 
service dependency!

7
AWS Post-Event Summaries

Cascading failure

Slow Recovery

https://aws.amazon.com/premiumsupport/technology/pes/


AWS Kinesis Event on Nov 25th, 2020

8
Summary of the Amazon Kinesis Event in the Northern Virginia (US-EAST-1) Region

[Northern Virginia (US-EAST-1) Region]

Upgrade
Failure (upgrade)

Failure (bug & dep)
Upgrade

Failure (dep)

Reduced dependency can 

accelerate failure recovery.

https://aws.amazon.com/message/11201/


Drawbacks of Current Failure Diagnosis Methods
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Failure 
detected on 

service 𝐴

OCEs of service 
𝐴 inspect 𝐴

itself

OCEs fix service 𝐴

Involve OCEs of 
𝐴’s dependent  

services

Is 𝐴 itself 
erroneous?

No

Yes
…

Current practice is inefficient and 

dependent on the human experience.

Because each team 

only have a local view 

of the whole system.



• The intensity of dependency between  

𝐴 → 𝐵 is higher than the intensity 

of dependency between 𝐴 → 𝐶, 

due to

• Functionality

• Fault tolerance

Intensity of Service Dependency
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Intensity of Service Dependency

• Intensity is inherently determined by the program logic of services.

• Manual maintenance of intensity is hard due to the fast-evolving nature.

• But we could predict the intensity of dependency from traces.
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We define the intensity of dependency between two services 

as how much the status of the callee service influences the 

status of the caller service.
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Candidate Selection

• Objective

• Select the candidate invocation pairs (𝑐𝑎𝑙𝑙𝑒𝑟, 𝑐𝑎𝑙𝑙𝑒𝑒) from raw traces where 

𝑐𝑎𝑙𝑙𝑒𝑟 directly invokes 𝑐𝑎𝑙𝑙𝑒𝑒. 

• Method

• Iterate over all spans to get the invocation pairs.

• Get the invocation pairs if the cloud system have a centralized database of 

invocation.
13



Service Status Series Generation

• Three aspects of indicators of service status

• Number of Invocations

• Durations of Invocations

• Error of Invocations

• Method: calculate the number of invocations, average duration, and 

error rate of all spans of a service in a fixed time interval. (e.g., 1 minute)
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Intensity Prediction

• Idea: the more similar two services’ status 

series are, the higher the intensity is.

• Method

• Dynamic Status Warping

• Similarity Normalization & Aggregation

15
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• Dataset

• Industry1 : Production Huawei Cloud 

traces.

• TT2 : Simulated traces by the Train-

Ticket benchmark.

Experiment Settings

17
1 We only labeled 75 dependencies that the engineers are familiar with.
2 FudanSELab/train-ticket: Train Ticket - A Benchmark Microservice System (github.com)

https://github.com/FudanSELab/train-ticket/


• Parameter Settings
• Bin size 𝜏 = 1 𝑚𝑖𝑛

• Estimated round trip time 𝛿𝑟𝑡𝑡 = 0

• Max time drift
• 𝛿𝑑 = 1𝑚𝑖𝑛 (for Industry dataset)

• 𝛿𝑑 = 0𝑚𝑖𝑛 (for TT dataset)
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RQ1: Effectiveness of Intensity Prediction
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RQ2 & RQ3: Ablation Study
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• Mitigation of Cascading Failures

• Limit the traffic to critical cloud 

services.

• Recover the dependencies 

marked as “strong” first.

• Optimization of Dependencies

• Dependency management system 

detects strong dependencies and 

reminds engineers.
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Use Cases of AID




